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Separate answer book must be used for each section in the subject Ceolory,
Engineeri[g material ofcivil branch and Separate answer book must be used
for Seclion A and B in Pharmacy and Cosmetic Tech.
Answer Thr€e questioDs from Seation A ard Three questions from Sectioe B.
Due cacdit will be given to n€tdess and adequate dimensioru.
Assume suitable data wherevcr [ecessary.
Illustratg your answer wherev€r lecessary wilh the help of neat sketches.
Use pen of Blue/Black inlc/refill only for writing the aNwer book.
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SECTION A

(a) What do you understand by sEtistical pattem reco8xrition ? Explain with an

appropriate example. '7

(b) Explain clearly the differences between classification problem and a regression

problem. 6

oR

(a) Why do pre processing and feature extnction have a significant impact on
the final psrformance of a pattem recognition system ? Explain. 7

(b) What is polynomial curve fitting ? Explain. 6

(a) Explair, the concept of a linear separability by considering simple two-input
AND Gate and two-input OR Gate problems. 7

(b) tMhy can't single layer perceptron n€twork solvc non-linearly separable

classification problem such as Two-input XOR Gate ? Justi! your answer

7
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()R

(a) Dmw and explain the architecture of the multiJayer percephon which has

a single hidd€n layer with 5 processing elements. The network should have

lhee inputs ard four outputs. The hidden and output layer processing elements

have sigmoidal activation functions. 7

(b) State and explain Kolmogorov's theorem in the context of Neural Nenvorks.

7

5 (a) Compare Radial Basis Function neural network witb multilayer percsptron

neural network. 7

(b) Explain why the decision boundary estimated by the RBF'neural network is

always closed wherc as lhe decision boundary estimated by the MLP neural

network is always open-ended. 6

OR

6 (a) Explain how basis function optimization is accomplished in RBF neural

networks. 7

O) Once the radial basis functions are determined how are connection-weights
estimated in RBF neural network ? What type of tnining is used for training
of RBF network ? 6

7

6

7 (a)

o)

SECTION B

Explain the concept of sum-oFsquares error.

How do you model conditional distributions ?

OR

Explain sunrof-squares for classihcation problems. - .'l
How is the concept of uoss entropy be applied to the training of neural

networks ? 6

8 (a)

(b)
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9 G)

(b)

Explain the importance of line search in conjugate{radient algorithm. 7

What are the basic principles of Newton's method ? What do you mean by
Newton direction ? Explain. 7

OR

10. (a) What is the concept of conjugate directions ? Summarize the key steps of
conjugate-gradient algorithm. 7

(b) Explain the concept of erIor surfaces with the help of suitable sketches.

l,ocate various stationary points such as local minimum global minimum and

saddle-point on this error surface. What is the condition that has to be

satisfied by all these points ? 'l

ll. (a) How do you deal with the missing data while training tho neural networt ?

7

(b) Compare and contrast neural network growing and pruning algorithms. 6

OR

12. (a) What are the advantages of reural network training with addition of noise

into the input vectols during training process ? Explain. 6

(b) What is the concept of comminee of neuml networks ? Explain. 7
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